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Abstract
The is-ought gap is a problem in moral philosophy observing
that ethical judgments (“ought”) cannot be grounded purely
in truth judgments (“is”): that an ought cannot be derived
from an is. This gap renders the following argument invalid:
“It is true that type safe languages prevent bugs and that
bugs cause harm, therefore you ought to write in type safe
languages”. To validate ethical claims, we must bridge the
gap between is and ought with some ethical axiom, such as
“I believe one ought not cause harm”.

But what do ethics have to do with manipulating pro-
grams? A lot! Ethics are central to correctness! For example,
suppose an algorithm infers the type of 𝑒 is Bool, and 𝑒

is in fact a Bool; the program type checks. Is the program
correct—does it behave as it ought? We cannot answer this
without some ethical axioms: what does the programmer
believe ought to be?
I believe one ought to design and implement languages

ethically. Wemust give the programmer the ability to express
their ethics—their values and beliefs about a program—in
addition to mere computational content, and build tools that
respect the distinction between is and ought. This paper
is a guide to ethical language design and implementation
possibilities.

CCS Concepts: • Theory of computation → Program
specifications; Type structures; • Software and its engi-
neering→ General programming languages; Compil-
ers; Formal software verification; Software performance.
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1 Introduction
Compilers should be correct [36]. But what is compiler cor-
rectness? What should compiler correctness mean?
Compiler correctness is one of the oldest questions in

programming languages research [25], and what it means
is still widely debated today [29]. Consider the following
example definition: for all programs 𝑒 , if 𝑒 runs to the value 𝑣
in an interpreter, then 𝑒 runs to 𝑣 after compilation. This is a
formalization of a commonly used compiler correctness the-
orem whole-program correctness. A compiler may satisfy this
specification, but if it does, should it be considered correct?

Our thesis is that this question is fundamentally impossi-
ble to answer.

“Should”—or “ought” to distinguish the technical from the
colloquial use—is an ethical judgement. “Ought” is a judge-
ment about what is subjectively true in the world: what one
(a subject) values, believes, intends, considers to be moral;
and what follows by logical deduction from those values,
beliefs, intentions, and morals. By contrast, “is” expresses a
truth judgement, a judgement about what is objectively true
in the world: what is true about objects in the world, and
what follows by logical deduction from those truths.

A question about what ought to be cannot be reduced to
a question about what is [19]. This problem is called the
is-ought gap in moral philosophy, and versions of it show
up in many disciplines. There are many good arguments
for why whole-program correctness is insufficient to cap-
ture the correctness of a compiler for realistic software, but
that does not tell us whether it ought to be the definition
of correctness. And, by the is-ought gap, arguments about
why one definition of correctness is insufficient cannot tell
us what the definition ought to be. We require some ethical
axioms to bridge the gap. For example, if the developer only
values monolithic whole programs without modularity, does
not value separate compilation, and does not value secu-
rity, then perhaps the compiler ought to be correct if it is
whole-program correct. On the other hand, if the developer is
writing cryptographically secure code, and believes the pro-
gram ought to satisfy constant timeness, then the compiler
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ought not be correct unless it preserves constant-timeness.
Such ethical axioms must come from the programmer.
Much work in compilation ignores the is-ought gap, and

we suffer as a result. In the best case, we argue about the mer-
its of different compiler correctness theorems, from whole-
program correctness to fully abstract compilation, which
preserves and reflects all possible observational equivalences
through compilation [29]. Frequently, we observe that “cor-
rectness” and “security” are different kinds of specifications [10,
13, 21]. In the worst case, we blame the programmer, telling
them to just memorize what the compiler does [4].
This is not only about the compiler per se, but many as-

pects of programming language design and implementation,
and how they interact with a programmer. Consider a type
system, a common place for programmers to express spec-
ifications and beliefs about their program. What ought an
expression’s type be? When ought a program be considered
well typed? Or consider an intermediate language, designed
to guarantee safety but also admit optimizations. What pro-
grams ought to be equal? What dynamic checks ought to
occur, and when? These question can only be answered by
the programmer. Unfortunately, it is often impossible for the
programmer to express their beliefs. Worse yet, much work
is spent trying to infer their beliefs from what is true in the
program.
Our original question, “what ought compiler correctness

be?”, is similarly flawed. It can only reduce correctness of
the compiler to truths about the original program, but that
cannot tell us what the compiled output ought to do. “Ought”
cannot follow from “is”! There is no answer to what compiler
correctness ought to mean independent of the program being
compiled, and what the programmer believes and values in
that program.

To address this gap, we must zoom out; cease the narrow
focus on what is technically correct, stop thinking in purely
pragmatic terms, and think instead about what ought to be:
about ethics.

Dictum 1. Compilers should be ethical, rather than correct.

I believe compilers should, ought, be ethical, rather than
correct. I present this and other dictums as meta-ethical ax-
ioms about language design and implementation. The ethical
compiler preserves intent rather than truth1: what ought to be
true of a program ought to be true of the compiled program.
Designing and implementing an ethical compiler requires
careful attention to distinctions often ignored in merely cor-
rect compilers. To have an ethical compiler, developers must
be able to express their intent, and language implementa-
tions must be able to use and distinguish intent from the
truths of the computation expressed in the program. So how
do we design and implement ethical compilers?

1We use “intent” as the noun for an ethical judgement, and “truth” as the
noun for a truth judgement.

2 Expressing Truth and Intent
We have two judgements: the subjective “ought” judgement,
and the objective “is” judgement. In the context of ethical
compilation, the object is a program and the subject is the
programmer. The program is an expression of some compu-
tation, and certain truths hold of it. The programmer also
has intents for that program, which may or may not be ex-
pressed.

It is common to focus on understanding truths about com-
putations. Introductions to many languages and language
implementations focus on how expressions evaluate, what
optimizations will apply and when, or when some property
will be true about a given program.

A key problem is in ethical compilation is expressing in-
tent—what ought to be true. Many languages and tools re-
strict our ability to express intent. Such restrictions are often
in the name of some guarantee or trade-off, such as safety,
security, performance, or usability. Some such restrictions
are mere accidents or historical artifacts; as a system or con-
text changes, so too might our beliefs, values, and intents.
There are practical and philosophical problems with these
restrictions, though.
Philosophically, these restrictions enforce moral univer-

salism: that a single system of ethics applies universally to
everyone. They force the programmer to subscribe to the
ethical framework of the compiler writer. Many program-
mers realize this and rebel, writing philosophical treatises
on the morality and politics of their compilers:

“Undefined behavior consists of exactly one propo-
sition, to wit: There must be compiler developers
whom the language standard protects but does
not bind, alongside developers whom the lan-
guage standard binds but does not protect.” [16]
“There is no ethical compilation under late capi-
talism.” [17]
“People need to drop the ‘I know [what] the com-
piler does’-model and start using the ‘The com-
piler is an evil djinn, secretly trying to corrupt
your wishes with the moral compass of tobacco
industry lawyers’-model of C semantics.” [4]

If we subscribe to moral relativism, the meta-ethical belief
that there is no one true system of ethics, then we must
give the programmer the ability to express intent about their
computation. Moreover, we must constantly improve our lan-
guages’ systems of ethical expression to express new intents
as they are discovered.

Dictum 2. The programmer should be able to say whether
something that is ought to be.

Practically, any compiler that restricts the programmer’s
ability to express intent will create programs that do not
behave as they ought, i.e., unethical programs.
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One of my favourite studies of unethical programs is the
work of D’Silva et al. [13]. D’Silva et al. [13] name and dis-
cuss the so called “correctness-security gap”, studying how
compiler optimizations, even when “correct”, can violate
security properties. A simple example is a program that ex-
plicitly overwrites memory containing a password, but this
overwrite is removed by dead store elimination. Overwriting
ought to be preserved for security, but the programmer can-
not express this. Another example is a cryptographic routine
designed to be constant time, but common sub-expression
elimination changes the timing of one branch. The timing
behaviour ought to be preserved, but the programmer cannot
express this. Both are ethical problems with the compiler;
the resulting programs are unethical.
D’Silva et al. [13] propose adding keywords to C that

would enable the programmer to express their intent. For
example, the keyword secure would express that writes
to memory that are never read are observable and should
be preserved, and lockstep would indicate that timing is
critical.
This is a great proposal, but it’s incomplete. Bizarrely,

despite being unethical, both optimizations are completely,
formally, correct. So how does one reconcile the apparently
correct behaviour of the programs with their obvious im-
morality?
The authors observe that the correctness-security gap

arises from the C semantics—that is, from truths about C. For
example, it states “GCC 3.2 only attempts to preserve the
semantics of C ... [but] time and power consumption are often
not specified by the language standard”. They also observe
this is a common problem in formal approaches to compiler
correctness, stating “semantics accounts for the state of a
program but not the state of the underlying machine”. In C’s
semantics, it is true that any two writes to a memory cell are
equivalent if that memory cell is never read. Unfortunately,
the programmer believes it ought not be true—C’s semantics
is unethical.

It’s not enough to express intent if what ought to be true
can never be true.

Dictum 3. Anything that ought to be should be possible.

So the authors propose a second piece to the solution:
ensure that the semantics of programs more closely model
that state of the underlying machine. They work through an
example of such a semantics and use it to show that dead
store elimination does not preserve semantics.
Neither solution is enough on its own. Changing the se-

mantics solves the ethical problem with the semantics—the
semantics is now ethical, since it is now possible for what
ought to be true to be in fact true. But we’re left with the
is-ought gap: given an arbitrary piece of C code with a dead
store, ought the dead store be eliminated? The compiler can-
not automatically decide this based on only the computation
content of a C program. It requires an ethical axiom from the
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Figure 1. The Ethical Compilation Design Space

programmer: that this memory cell really ought to be over-
written, so the apparently dead store ought not be eliminated.
The keywords are introduced for this purpose, to communi-
cate this intent to the compiler, bridging the is-ought gap.

We can visualize the space of ethical compilation research
as in Figure 1. The first fix, adding keywords, exists in the
“Ought” space. The second fix, modifying the semantics, ex-
ists in the “Is” space. Both are necessary.
This is a great example, but adding keywords every time

we need to express new intents is a little unsystematic for
my taste.
My favourite approach to expressing intent is through

type systems. Being positioned inside the language along-
side the computation they describe, types often provide a
local, compositional, lightweight place to hang expressions
of intent. They can be extensible, enabling programmers and
compiler developers to add new types to capture new intents.
However, simple type systems are often too limited to

express intent in many domains. For example, while C’s
type system can express intent about how much memory
a value will occupy, it cannot express the type of an array
whose bounds ought to be statically known and, therefore,
safe to access without dynamic bounds checks. Further, type
systems often come with a guarantee—type safety—and as
mentioned earlier, guarantees tend to restrict expressivity.
For example,WebAssembly (Wasm) has a simple type system,
but requires several dynamic checks to guarantee type and
memory safety [18]. There is no way for the programmer to
express that dynamic checks ought not be necessary.
Much work on type systems is about enabling more ex-

pressions of intent and addressing the is-ought gap. Consider
the following example from my own work.

In Geller et al. [15], we study the aforementioned problem
with Wasm: there is no way to express that a computation
ought not require dynamic checks. In that work, we argue
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from pragmatics: while Wasm is designed to allow imple-
mentations to mitigate these costs, in practice, they still add
overhead [20], and in some contexts, those mitigations strate-
gies cannot work. However, really, the work is fundamentally
about ethical compilation: I ought to be able to express that
dynamic checks are not necessary, particularly in a low-level
language. This is impossible as Wasm violates Dictum 2 and
Dictum 3—I cannot express that dynamic checks ought not
be necessary, and the semantics requires dynamic checks to
ensure safety.

Our work introduces Wasm-Prechk, which addresses both
dictums. Past work designs type systems for low-level lan-
guages that enable expressing static bounds that can be used
to eliminate array bound checks [35, 37]. We design such a
type system for Wasm, extend it to all the dynamic checks
in Wasm, and prove type safety. This work firmly falls into
the “Ought” space of Figure 1, addressing Dictum 2: Wasm-
Prechk enables the programmer to express dynamic checks
ought not be necessary to ensure safety.

However, as we saw in our earlier example, it is not enough
to express what ought to be if what ought to be is not pos-
sible. In Wasm, there is no way for an instruction to access
memory without a dynamic bounds check; the semantics say
no such thing is possible. So Wasm-Prechk introduces new
instructions, a “pre-checked” counterpart to each instruction
that requires a dynamic check. The pre-checked instructions
require a stronger static check, to guarantee safety, but their
semantics do not perform a dynamic check. This work falls
into the “Is” space of Figure 1, addressing Dictum 3: Wasm-
Prechk makes it possible for instructions that, in truth, do
not perform dynamic checks.

Both pieces of work are necessary for an ethical compiler.
With only the modified semantics, it’s possible for a compiler
to remove the dynamic checks. In fact, some Wasm imple-
mentations probably do this internally, using some static
analysis to determine that a dynamic check is unnecessary,
and never exposing those semantics to the programmer for
safety. But that is not enough to be ethical: the programmer
cannot express that the dynamic check ought to be unnec-
essary. Wasm-Prechk enables the programmer to express
ought, and the language semantics to express is.

3 Preserving Intent
An ethical compiler requires additional expressivity for both
truth and intent about computations, but it requires more
than that. We’ve seen that a compiler may be technically
correct but unethical, as it preserves the unintended truth of
a computation. In our earlier examples, this resulted from
unexpressed intent. When the intent is expressed, a merely
correct compiler may still be unethical if it ignores what
ought to be, and generates some code that does something
else. To be ethical, the compiler must preserve intent.

Dictum 4. What ought to have been, still ought to be.

As types are my favourite way to express intent, type
preservation is my favourite way to formalize ethical compi-
lation.

Type preservation originated in some pragmatic concerns.
Proof-carrying code was an exciting idea to pair a distributed
program component with a specification and a certification
of correctness [28]. This would completely eliminate trust
in the program and the proof, reducing trust only to the
specification (intent) and the proof checker—great for secu-
rity! Unfortunately, certificates could be quite large. Type
preservation presented a possible solution. By using typed
intermediate languages, syntax could be reused as part of
the proof of correctness for the specification in the type, a la
the Curry-Howard correspondence. This could, in principle,
reduce the size of certificates, and even give a clear way to
generate and preserve some proofs through compilation [27].
That is still essentially the motivation found in the liter-

ature, but I prefer the philosophical argument: when types
express intent, type preservation expresses ethical compila-
tion. I don’t need to argue that this is good; it is ethical by
definition.

By systematically expressing intent in types, type preser-
vation gives a systematic way of developing an ethical com-
piler. For each program transformation, an intermediate lan-
guage must be designed as in Section 2 in which the required
intent is expressible but for a new, transformed program. This
could be a single typed intermediate language admitting var-
ious typed equivalences, or a series of typed intermediate
languages each with different semantics but type systems
capable of expressing the original intent. Then an ethical pro-
gram transformation transforms types and syntax together,
building a new well typed term.
Consider one recent and relatively simple example from

my own work.
Some languages, such as dependently typed languages, or

the simply typed 𝜆-calculus (STLC) without other features,
are terminating—all functions are intended to terminate.
However, if we compile the language, performing closure
conversion to compile first-order functions into second-class
closed procedures and explicitly allocating data in memory
(as any compiler targeting a realistic machine will do), the
language becomes non-terminating. This is true even if the
compiler is proven correct with respect to whole-program or
separate compilation. The new truth can be observed when
linking against handwritten target language components,
which could cause unexpected non-termination, or when
trying to statically analyze target language code, which can
no longer be guaranteed to terminate. Suddenly, with access
to explicit memory, functions can express recursion through
the heap—we get unintended non-termination. How can we
preserve the intended termination behaviour of all functions
in the language?

We show that a simple type system that stratifies the kind
of each heap allocated data type can preserve the intended
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termination behaviour [22, 23]. This work uses stratified
kinds based on predicative universe hierarchies from type
theory [24], but adapts them to reason about regions of the
heap that a heap-allocated type quantifies over, rather than
the universe of propositions a proposition quantifies over.
The idea is that in a pure functional language, when a func-
tion is created (allocated), it necessarily can only refer to data
allocated in previous regions. By capturing this stratification
of the heap after compilation, we make explicit in the type
that a heap allocated structure (like a reference or a closure)
can only refer to previous regions, as was the case in the
source language. We can express the intent that there are no
cycles in the heap that give rise to non-termination. Preserv-
ing typing into this language ensure the intended pattern
of allocation and reference is preserved, and the intended
termination behaviour of the language is preserved.
By first designing a typed intermediate language to ex-

press the desired intent (in this case, acyclicity in the heap),
then proving type preservation, we have a recipe to design
a compiler transformation that preserves that intent, i.e., an
ethical compiler.
While systematic, it’s often not easy to preserve types.

To express more intents requires richer type systems, and
preserving that intent requires preserving types into low-
level languages. Unfortunately, these requirements cause two
major problems in type preservation. First, as type systems
become more complex, they rely more and more on the
syntax of programs, making the type system more sensitive
to program transformations. Second, as programs become
more low level, type systems can rely less on structure and
expressions and instead must track state changes through
low-level instructions.
While these are difficult, I find these problems easier to

address when viewed through the lens of ethics, which helps
me dispel invalid latent assumptions. Consider the following
example difficulty from the literature on type preservation.
Dependent types are incredibly expressive, and very at-

tractive for ethical compilation. With a type system sufficient
to be a foundation of mathematics, surely I could express
anything that ought to be true about my program. Then, by
preserving that intent, I would have themost ethical compiler.

Unfortunately, this appeared to be impossible. A standard
model compiler starts with a CPS transformation, making
explicit the control flow of the program in the syntax [27].
Barthe and Uustalu [5] demonstrated that a CPS transforma-
tion of dependent types could not be type preserving to a
sound dependent type system. After CPS translation, with
continuations made explicit, a continuation could be invoked
twice with different values, causing an inconsistency in the
presence of dependent types. If the very first transforma-
tion could not preserve types, surely there was no hope in
general.

This is related to the first problem with type preservation.
The complexity of a dependent type systemmakes it sensitive

to the interpretation of syntax. Dependent type systems
typically interpret each expression that appears in types as
a value to ensure decidability of type checking, interpret the
equality type, etc. After their CPS translation, expressions
encode control effects, and interpreting them as a single
value wasn’t possible.

Thankfully, that’s not what their work shows. The real
problem was the type system did not capture how continua-
tions ought to behave.

Barthe and Uustalu [5] use a standard CPS translation, and
a type translation corresponding to double negation. A term
𝑒 of type 𝐴 is CPS’d to a term of type (𝐴 → ⊥) → ⊥. This is
completely standard, well understood, and ethically wrong.
The CPS transformation in a compiler does not introduce
arbitrary continuations that can be assigned the function
type (𝐴 → ⊥), invoked arbitrarily. These continuations are
intended to be called exactly once, at the end of a computa-
tion, to jump to the next computation. The type (𝐴 → ⊥)
does not express that intent. So while this transformation is
type preserving [27], it’s not ethical.
To fix this, we need a type that guarantees a continua-

tion is called exactly once at the end of its computation. In
Bowman et al. [6], we design a dependently typed CPS’d
intermediate language following the dictums from Section 2.
We use a locally polymorphic answer type, assigning a CPS’d
expression a type ∀𝛼.(𝐴 → 𝛼) → 𝛼 . By parametricity, to
produce a value of type 𝛼 , any expression of this type must
(extensionally) call its continuation exactly once as the last
thing it does.
This isn’t quite enough to prove type preservation; we

also run into the second problem. Dependent types rely on
the structure of programs to pass expressions into the type
system. An application of a dependent function 𝑒1 𝑒2 pro-
duces a result type 𝐵 [𝑥 := 𝑒2], where the result type 𝐵 can
depend on the argument 𝑒2. As the control and data flow
of the program has been turned inside out, now passed by
invoking continuations, that expression 𝑒2 is replaced by
a continuation’s parameter 𝑦. This can interfere with type
checking; 𝐵 [𝑥 := 𝑒2] is not the same as 𝐵 [𝑥 := 𝑦] when 𝑦 is
some arbitrary parameter rather than a specific expression.

The solution is to reflect in the typing rules the structure
of the computation that must happen when executing on the
machine, similar to the suggestion of D’Silva et al. [13] but
at the level of ought rather than is. When a continuation is
jumped to, its parameter ought only take on one value, unlike
the parameter of a function. In our language, jumping to a
continuation is a syntactic form separate from function calls,
with a separate typing rule. It records an equation guarantee-
ing that the continuation parameter has a statically known
value, similar to 𝑦 = 𝑒2, reestablishing the original intent.
This also requires a representation of CPS’d computations
that can be “cast” to their underlying value, which our locally
polymorphic answer type allows by calling the computation
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with the identity function. We then prove type preserva-
tion, ensuring ethical compilation, since continuations are
restricted to their intended behaviour... in addition to some
other less interesting compiler correctness theorems.

Our work is not unique in this observation that continua-
tions must be restricted to rule out control effects [3, 33, 34],
or that such restrictions and interpretations of effectful com-
putations is necessary to combine effects in dependent type
theory [1, 2, 7, 30, 31]. What is unique is the ethical approach
we take to expressing and preserving what ought to be true.

4 Reconciliation
Truth and intent are not completely independent. Once we
have ethical axioms to bridge the gap, we can check that
what ought to be logically follows from what is true and
those axioms. If we’re not careful in how we reconcile is and
ought, though, we can fall into the is-ought gap.

This is particularly true when we’re trying to be pragmatic.
When the programmer has written some computation, some-
thing is true of that computation. Asking them to separately
write what ought to be true can feel redundant, and it is
tempting to not bother. If I implement a function, why do
I also need to write its type if the type is “obvious”. Surely,
pragmatically, we don’t need to write it down if it’s true.

This line of thinking is flawed. You might safely get away
with it if the goal of a type system is to rule out some
bugs [26], but not if your goal is ethical compilation. When
types express intent, and there is no conflict in expressing
what ought to be true separately from what is true. In fact,
it is vital, since ought cannot follow from is. The values and
beliefs of the programmer do not follow from the objective
reality of the program.

We must therefore be careful in how we use inference in
an ethical compiler.

Dictum 5. One should never infer ought from is.

Inference is an unfortunately common and tempting ap-
proach to many practical problems with expressing intent,
but doomed to failure. Type inference is a common version
of this, aiming to reduce the annotation burden on program-
mers by inferring what types are true in a program. However,
relying on inferred types will only ever tell us whether a pro-
gram is well typed in the sense of being consistent with itself,
not whether it has the types it ought. Inference is also sug-
gested as a solution to other is-ought problems. For example,
D’Silva et al. [13] suggest inference for security and timing
sensitive regions of code as a solution to security in the face
of optimizations. Ethically, such a project is doomed: even if
it could be done computationally (which would be surprising,
given Rice’s theorem), it could never tell us whether the code
ought to be secure or sensitive to timing.

This does not mean inference has no place in ethical com-
pilation. Consider the following two examples of ethical
inference.

In our work Wasm-Prechk [15], we discuss inference. The
annotations of the type system can be quite large and require
a lot of developer effort. Standard static analysis (inference)
techniques should be possible in many cases, including our
benchmarks, and could probably be used to optimize our
benchmarks as well as Wasm-Prechk.
However, we did not merely implement inference; that

would not be ethical. Inference could never solve the problem
we were trying to address: the ability for the programmer to
express that dynamic checks ought not be necessary. Infer-
ence can only answer a different question: can we conclude,
based on what is true, whether the dynamic checks are in
fact necessary. To be ethical, we first need the ability ex-
press intent in “Ought” space, and then use inference only
in “Is” space (Figure 1). Used this way, inference can help
us be ethical. If inference tells us something is not true, but
we have expressed that it ought to be true, then trying to
reconcile the two helps us identify that our computation is
not in keeping with our values.

In Chan et al. [8] we do implement inference, but ethically.
This work designs an extension to Rocq with sized typing.
Rocq relies on termination checking of recursive functions to
decide type equivalence, and therefore to decide well typed-
ness. Sized types expresses termination by annotating types
with a representation of their size, and ensuring that the size
decreases on recursive calls. The approach is more modular
and expressive than the syntactic termination criteria used
in Rocq. Sized typing is a nice solution to expressing intent,
and by reducing termination arguments to types, yields a
framework for preserving that intent. But there exists a lot of
Rocq code written without sized typing. Past work suggested
that complete inference was possible, which would enable
adding sized typing in a completely backwards compatible
way [32]. In this work, we show that is more or less true,
although it turns out not to be practical.

Our approach to inference is careful though, and we resort
to inference only to answer a question about truth. Inference
tells us whether there exist some sized typing argument
(within our size algebra) that proves the function terminates.
This proof is arbitrary; it’s not the reason the function ought
to terminate, which only the programmer can express. To
be ethical, inference would only be used to aid transition
from the current termination checker to a new sized type
system, with programmer involvement. Our approach makes
inference secondary to an explicit system.We first design and
study a sized type system where sized typing annotations
are expressed; that is, where a programmer could express
that a function ought to terminate through a sized typing
argument. Then we use inference only to ask whether it is
true that every Rocq program can be elaborated into our new,
explicit, sized type system.
Ethics aside, the is-ought gap is also the source of prag-

matic problems with inference. It is usually too expensive to
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just consider all possible facts, when you could simply ask
the programmer what they intend.
In the case of our sized types, while the inference algo-

rithm can decide whether functions terminate, it’s too slow
to be practical without input from the programmer. Infer-
ence must churn through all the truths about the program,
because it cannot know which functions ought to terminate
by a sized typing argument, and which ought not be consid-
ered; or which parameters to a function ought to be relevant,
and which ought to be ignored. We discuss that the only so-
lution to this is giving the programmer the ability to express
their intent: when do they want to use sized typing, which
functions ought to be checked, which variables ought to be
relevant, and which variable’s size ought to decrease.
Another example of pragmatic problems with inference

appears in secure compilation. Deng and Namjoshi [10] show
that inferring whether dead store elimination causes a secu-
rity problem is PSPACE-hard for finite-state programs, and
undecidable in general. This shouldn’t be a surprise with
our ethics lens on: of course we cannot decide whether the
programmer cares about a leak or not. So inference must
answer a harder question: is there any leak anywhere that
could, assuming the programmer cares, cause a problem in
any other part of the code?
Treating inference as only about truth, and as secondary

to expressing intent, is the only ethical way to use inference,
and avoids computational feasibility issues.
When we have both truth and intent, we can ethically

reconcile the two. Reconciliation is the third space in Figure 1.
This is all the work that takes what is, and what ought to be,
and does something with that information. Type checking,
verification, testing, etc., are all reconciliation. In the case of
type inference, for example, we might infer that a term is of
type Bool, and reconcile this against a claim that it ought to
be a Bool. If it is, then the term is correctly well typed.
One of my favourite instances of ethical reconciliation is

the system of blame as implemented in Racket’s higher-order
contract system [14]. Contracts are widely used in Racket
to provide complex dynamic assertions, expressing intent.
They’re also used in gradual typing, to guard the interface be-
tween a statically typed component and a dynamically typed
component. Tracking exactly where an error came from, and
which component is to blame, is a decades long area of re-
search [11, 12, 14]. The way Racket presents blame errors is
delightfully explicit about truth, intent, and reconciliation.
Each error message expresses three things: what was true
(is), what was expected (ought), and who is to blame for this
violation, assuming the contract is correct. This assumption
that the contract is correct is an explicit part of the error
message. Since the contract is written down by the program-
mer, it represents the programmer’s expressed intent, and
the compiler must trust it. But it’s also a piece of code, and
could contain a bug. The way blame is assigned and contract

violations are reported makes all of this incredibly explicit,
and ethical.
This is a great example particularly because of how diffi-

cult to understand errormessages can often be, and I attribute
much of that difficulty to the is-ought gap. For example,
Crichton et al. [9] study the difficulty with understanding
ownership errors in Rust.

Rust errors are great at reporting what is and is not true—
inconsistencies—but they fail to express how this relates to
what ought to be true, and Crichton et al. [9] note that Rust
learners struggle with this. Through the lens of ethics, we
can see where the problem arises. The Rust borrow checker
infers, from ownership information, truths related to per-
missions on pointers. Implicit in Rust are some beliefs about
what ought to be true about these permissions to ensure
safety, but the programmer cannot directly express what
permissions ought to be, and error messages do not men-
tion these permissions. As a result, a programmer can be
left in the dark about an ownership error, wondering why
some assortment of inconsistent truths have anything to
do with what ought to be true of their program. Crichton
et al. [9] manage to improve learning outcomes by making
explicit a permissions model of the borrow checker, and ex-
pressing what Rust believes permissions ought to be to the
programmer as part of debugging. Their model and debug-
ging tools enable reconciling inference against intent, rather
than simply raising an inconsistency error resulting from
inference.

Lacking this ability to reconcile is against ought, or relying
on inference, is a recipe for practical and ethical problems.

Dictum 6. One should reconcile is against ought.

5 Conclusion
Programming language design and implementation focuses
a lot on correctness, but it should not ignore ethics. Many
practical and philosophical problems arise when we ignore
or cannot express what ought to be true, or conflate what is
true with what ought to be true.
We should focus on ethical compilation, rather than cor-

rect compilation. We should not resort to claims that some-
thing is technically correct when the programmer believes
it ought not be correct. We should give the programmer the
ability to express what ought to be true, and continually im-
prove their ability to express intent. We should ensure that
the programmer’s intent is possible in their computations.
We should preserve the programmer’s intent. We should
never attempt to infer what the programmer intended, and
always reconcile truth and intent.
We should do all of this not because it is useful, or prag-

matic, or secure, or correct (though it is all of those), but for
no other reason than it is morally right.
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